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 Sign languages (or signed languages) are languages that use visual 

techniques, primarily with the hands, to transmit information and enable 

communication with deaf-mutes people. This language is traditionally only 

learned by people with this limitation, which is why communication between 

deaf and non-deaf people is difficult. To solve this problem we propose  

an autonomous model based on convolutional networks to translate  

the Colombian Sign Language (CSL) into normal Spanish text. The scheme 

uses characteristic images of each static sign of the language within a base of 

24000 images (1000 images per category, with 24 categories) to train a deep 

convolutional network of the NASNet type (Neural Architecture Search 

Network). The images in each category were taken from different people 

with positional variations to cover any angle of view. The performance 

evaluation showed that the system is capable of recognizing all 24 signs used 

with an 88% recognition rate. 
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1. INTRODUCTION 

The term deaf-mute is used to describe people who are deaf from birth and who have great difficulty 

communicating by voice [1, 2]. Formerly it was thought that deaf-mute people could not communicate, 

however, this is no longer correct, many visual sign languages have developed, both written and spoken [3]. 

Many countries have their own sign language which is learned by their deaf community [4, 5]. The problem 

is that normally this language is unknown to non-deaf people, which makes communication outside the group 

impossible. However, against the current precepts of equality and social inclusion, it is clear that these sign 

languages are as important as the spoken language [6, 7]. It is estimated that 5% of the world’s population 

has disabling hearing loss, in Colombia by 2019 this corresponds to just over 2.4 million people [8]. 

Sign language is a language formed by gestures that can be visually identified [9].  

Normally, postures of the hands and fingers, and even facial expressions are used, all of them with a certain 

meaning to form symbols according to a code [10]. Each sign language is made up of tens or even hundreds 

of different signs, and in many cases, the differences between them are just small changes in the hand.  

In addition, like written language, each person prints his or her personal mark on the representation of these 

signs [9]. Sign language recognition systems develop schemes and algorithms that allow these symbols to be 

correctly identified and translated into text recognizable by the community at large. There are two strategies 

for the development of these systems, schemes based on artificial vision and schemes based on sensors.  
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In the first case, these are artificial systems that use digital processing from images (or video frames) 

captured from digital cameras [11, 12]. The algorithms usually use filters and digital image processing,  

or pattern recognition schemes using bio-inspired schemes [13-15]. In the second case, sensors are used to 

detect specific elements in the hands such as gloves, colors, flex sensors or textures [16, 17]. This scheme 

requires the modification of normal language communication conditions, which is why it is a less  

attractive solution. 

Among the strategies implemented in these recognition systems, those with the highest performance 

and impact on development and research should be highlighted, particularly those that can be used without 

modifying the natural behavior of the person. A widely used strategy both for the case of digital image 

processing (which is where it is, in fact, most used) and for the case of detection of specific sensors  

is the segmentation of the signal’s field information (hand), and subsequent extraction of characteristics from 

each segment for subsequent classification [11, 18]. One of the most widely used tools for the classification 

process is the neural networks, and more recently, the deep learning [19, 20]. These tools have the advantage 

of being able to generalize specific characteristics of the signs and detect them in different hands and people, 

in a similar way as the human brain does [21]. 

It should also be noted that there are three translation strategies that can be performed by a sign 

language translation system, these are spelling (letter to letter), single words and continuous sentences 

separated by signs [16]. Fingerspelling is used in situations where new words, names of people and places,  

or words without known signs are spelled in the air by hand movement [22, 23]. This is the most basic 

scheme, and where we find the most research. Isolated word recognition analyzes a sequence of images or 

hand movement signals that ultimately represent a complete signal [24, 25]. In this scheme, letter recognition 

should be supported by a written language dictionary to identify complete words. Finally, the most complex 

scheme is that of continuous sentences, which integrates grammatical strategies, and which is, in fact,  

the most important for real-life communication situations [26, 27]. 

This article proposes a strategy for the recognition of static symbols of the Colombian Sign 

Language (CSL) for their translation into Spanish letters (fingerspelling). The system uses a deep neural 

network trained and tuned with a database of 24000 images distributed along 24 categories. The performance 

of the scheme was measured using traditional machine learning metrics. The rest of this article is structured 

as follows. Section 2 presents preliminary concepts and problem formulation. Section 3 illustrates the design 

profile and development methodology. Section 4 we present the preliminary results. And finally,  

in Section 5, we present our conclusions. 

 

 

2. PROBLEM FORMULATION 

For some years now, the research group has been carrying out a research project aimed at 

developing a robotic platform (assistive robot) for the care of children, sick people and the elderly.  

Within this project, specific works are framed on path planning in observable dynamic environments,  

direct human-machine interaction, automatic identification of emotions in humans, and the problem here 

posed of identification of visual signs corresponding to the CSL. All these problems separately correspond to 

open research problems in robotics, which the research group tries to solve to implement complex tasks in 

service robotics. 

In the specific case of the visual sign recognition system, the aim is to adapt the robotic platform for 

direct interaction with deaf-mute people. The robot has two cameras in the head to capture images with signs 

and has a touch screen to display information in response to the user. Therefore, the proposed identification 

system should use as an input mechanism the digital image of the sign represented by the user, and as 

verification and response mechanism the representation of the identified letter on the screen. The idea is to 

develop a recognition method that can be scaled by increasing the size of the vocabulary, and that would be 

robust to the variations of the angle of image capture, and those due to the specific characteristics of  

the people (type of hand, skin color, clothing, height or variability in the position of the fingers).  

Different people have different hands with different dimensions and geometry, for this reason, the same 

signal made by two different people can produce different measurements when analyzing landmarks in 

images. These are variations that should not alter the operation of the classifier. 

To represent a letter on the CSL, one of the hands is used (the use of the right hand is assumed,  

but the scheme can well be trained to identify either hand, insensitivity to the dominant hand) and all its 

fingers. Most signs correspond to static positions of the fingers, however, some letters require movement of 

the fingers and hand (letters Ñ, S, and Z). For this first model we will use only static positions of the hand, 

reason why these three letters are excluded, which implies that the classifier has a total of 24  

categories as shown in Figure 1. 
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Figure 1. CSL alphabet used in the proposed recognition system 

 

 

The robot must be in front of the user to capture the image corresponding to the sign, but there is not 

a correct fixed distance for the capture. Many sign language identification systems are distance-dependent,  

so the same sign represented by the same person but captured at different distances can produce different 

results. This is a problem for real systems since the sign is not distance-dependent from the user's 

perspective. However, the distance to the robot (and therefore to the image capture camera) must be 

consistent with the distance between two people talking, i.e. between about 0.2 to 0.7 m. The background of 

the image is also not restricted to a specific type or color since in real operation of the system the user can 

wear any clothing and be located in any space of the house, school or place of interaction with the robot.  

The system must be able to identify the parts of the foreground and the information encoded there. 

 

 

3. RESEARCH METHOD 

To implement the identification algorithm we use the NASNet (Neural Architecture Search 

Network) deep neural network. This convolutional network was introduced in early 2018 by the Google 

Brain team, and in its design, they sought to define a building block with high performance in  

the categorization of in a small set of images (CIFAR-10) and then generalized the block to a larger data set 

(ImageNet). In this way, this architecture achieves a high classification capacity and a reduced number of 

parameters as shown in Figure 2. 

 

 

 
 

Figure 2. ImageNet architecture (NASNet) 
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We built our training database that can be seen in Figure 3. Our dataset was built by capturing 

images for each of the 24 categories in Figure 1. In total, we used 1000 images in each category for a total of 

24000 images. The same number of images in each category was maintained to achieve a balance of classes 

in the trained model. To separate the images within each category, the images corresponding to each class 

were placed together in a folder labeled with the letter c, an order number, and the corresponding letter. 

Different people were used to capturing the images, in different locations, viewing angles, distances to  

the camera and lighting conditions. This was done to try to make the classification algorithm identify  

the information of common interest in each category, and to increase the robustness against changes in  

the environment. 

To improve the performance of the network we randomly mix the images during training.  

With the same intention, we scale all images to a size of 256x256 pixels. In the model we have not 

considered the aspect ratio of the images, we believe that the information in the images is not altered by this 

change, besides, the image size is important for the training of the network. For training purposes we 

normalize the color value of each RGB matrix of the images to the range of 0 to 1, this corresponds to  

the operating value of the neural network. The database was randomly divided into two groups, one for 

training and one for testing. We used 75% of the data for training and 25% for performance evaluation.  

In the network design, the number of nodes in the input layer is defined according to the size at which  

the images are resized, i.e. 255x255x3 considering the three-color matrices. The number of nodes in  

the output layer is defined by the number of categories for the classification of the images, i.e. 24 nodes.  

As optimization and cost metrics in training, we use stochastic gradient descent, categorical cross-entropy, 

accuracy, and mse. 

 

 

 
 

Figure 3. Sample database of CSL images used for model training 

 

 

The neural network had a total of 4,295,084 parameters, of which a total of 4,258,346 were adjusted 

(trained). The neural model training code was developed in Python 3.7.3 within the Keras framework (using 

TensorFlow backend). As libraries, we use Scikit Learn 0.20.3, Pandas 0.24.2, Nltk 3.4, Numpy 1.16.2,  

and Scipy 1.2.1. 
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4. RESULTS AND DISCUSSION 

The training was performed during 10 epochs, and as metrics of adjustment during the training,  

the function of loss of cross-entropy (categorical cross-entropy), the accuracy (or success rate) and the MSE 

(Mean Squared Error) were calculated. The results during the training of these three metrics, for both training 

and validation data, are shown in Figures 4, 5 and 6. As can be seen, the reduction of error is constant for 

both training and validation data, with equivalent behavior for accuracy, which follows correct learning 

without problems of over-or under-adjustment. 

After the model was trained, its performance was checked against the validation data by means of its 

Confusion Matrix, from the Precision, Recall and F1-score metrics, and by means of the ROC  

(Receiver Operator Characteristic) curve. Figures 7, 8 and 9 show the results achieved. The diagonal in 

Figure 7 shows a very good classification hot zone, which coincides with the data by category of the metrics 

summarized in Figure 8. 

 

 

 
 

Figure 4. Training and validation loss 

 

 

 
 

Figure 5. Training and validation accuracy 
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Figure 6. Training and validation MSE (Mean Squared Error) 

 

 

 
 

Figure 7. Confusion matrix 

 

 

 
 

Figure 8. Precision, recall and F1-score metrics 
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Figure 9. ROC curve and ROC area for each class 

 

 

The ROC (Receiver Operator Characteristic) curve in Figure 9 graphically represents through curves 

(areas under the curves) the true positive and false positive rates in the model classification; the best 

categorization is achieved with the largest areas (blue). 

 

 

5. CONCLUSION 

In this paper, we show the development of a visual recognition system of the CSL in normal text in 

Spanish using a NASNET-type convolutional network. The CSL has static symbols that represent each of  

the letters used in the Spanish language, Colombia's mother tongue. The model was developed to be 

integrated into an assistive robot. The images used in the training (1000 in each of the 24 categories) were 

randomly mixed and resized to 256x256 pixels. For the network training, we used categorical cross-entropy 

loss, stochastic gradient descent, accuracy, and MSE. The design allows for the possibility of scaling to new 

symbols. The results showed a high performance, 88% accuracy measured on images unknown to  

the network (images not used in training and with unstructured environment). The model's confusion matrix 

shows a very low percentage of false positives, which is supported by the ROC curve of each category with 

average values of 0.99, indicating a very high accuracy. In addition, these values are consistent with  

the recall and f1-score metrics, which denotes an important contribution of the model, since it uses  

semi-structured images without previous processing, very close to real conditions, unlike previous studies 

where the images are conditioned in position, background and lighting, and use pre-processing. 
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